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Computations performed  directly on encrypted data, without seeing it’s content

Privacy of users’ sensitive data is preserved while the server's model remains protected 

High Latency & Communication Overheads: 8.2 minutes and 
25.3 GB to generate a single token on GPT-2 (125M, T=128) 

Nonlinearity 
Bottleneck 1

1. Hou et al., CipherGPT: Secure Two-Party GPT Inference

Key Findings: The Absence of Nonlinearities in LLMs Leads to Entropic Overload & Entropy Collapse

Balanced entropies  with nonlinearities Without LayerNorm & GELU:  Entropic overload (reducing heads’ diversity) & entropy collapse (training instability) 

Inference-Efficient Solutions to Prevent Entropy Collapse  

Solution 2: Spectral Normalization in FFN

Solution 1: Weight Normalization in FFN

Solution 3: Learnable-Scaling in FFN

Scaled FFN

Parameterized 
Attention 

Key Innovation  in Entropy Regularization Scheme: Learnable Threshold and Tolerance Margin

Tolerance-margin: 0.30EmaxHead-wise learnable thresholds Tolerance-margin: 0

Experimental Results: GPT-2 (L=12, H=12, d=768) 

CodeParrot Dataset (2.1B Tokens, T=128) Languini Book Dataset (1.2B to 4.8B Tokens, T=512) 

While nonlinearities are essential in LLMs, strategically applied entropy regularization and FFN normalization can 
prevent entropy collapse and entropic overload in (Softmax-only) private LLMs. 
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